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e ITSs are generally set in a problem solving context.
The student is given a problem to solve and the tutor
provides remediation as the student works on the
problem.
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Approaches to building ITSs

e Model-tracing (MT) paradigm/Cognitive tutor
e Constraint-based modeling (CBM) paradigm

MT and CBM are based on fundamentally

different assumptions about tutoring.




o MT is a process-centric approac/iwherein the tutor
tries to infer the process by which a student arrived at
a solution, and bases remediation on this.

o CBM is product-centricin that remediation is based
solely on the solution state that the student arrived at,
irrespective of the steps that the student took to get

there.




o Successful MTTs and CBMTs have been developed
primarily through two research groups:

e MTTs at the Pittsburgh Advanced Cognitive Tutor
Center at Carnegie Mellon University

e CBMTs at the Intelligent Computer Tutoring Group
at the University of Canterbury, New Zealand.




MTT

* Application example:
e College-level physics (Gertner & VanlLehn, 2000;
Shelby et al., 2001).
e High school algebra (Koedinger & Anderson, 1997;
Heffernan & Koedinger, 2002;Heffernan, 2001).
e Geometry (Anderson, Boyle & Yost, 1985;
Wertheimer, 1990).

e Computer programming (Corbett & Anderson 1993;
Corbett, Anderson & O'Brien, 1995; Corbett &
Bhatnagar, 1997).




e An MTT is composed of expert rules, buggy rules, a
model tracer and a user interface.

» Expert rules model the steps that a proficient
individual might take to solve the problem in question.

* Rules for decomposing a problem into subproblems (or
"planning" rules)

e Rules that address the solution of atomic subproblems
("operator" or "execution” rules).

e Planning rules embody procedural domain knowledge
and operator rules embody declarative domain
knowledge.




Sample expert rules

* Planning rule

e |F: The goal is to prove two triangles are congruent.
e THEN: Set as a subgoal to prove that corresponding parts are
congruent.

e Execution rule

e |F: The current goal is to prove that corresponding parts of
triangle ABC and triangle DBE are congruent, and AB and BE
are collinear and CB and BD are collinear (see diagram).

e THEN: Infer that angle ABC is congruent to angle DBE
because they are vertical angles.




e In MT, domain knowledge is captured in the form of
many such rules. The crux of an MTT is to "trace" the

student's input, where tracing consists of finding a
sequence of rule executions whose final result

matches the student's input.




* Buggy Rules: In order to identify student errors an
MTT has a set of buggy rules that reflect common
student common student misperceptions. If the tutor's
trace of a student solution contains the application of
one or more of these buggy rules, then the tutor
provides the remediation associated with the buggy
rule(s).




* Since MTTs can provide well-targeted
remediation only when one or more buggy rules
are used in a successful trace, their tutoring
capabilities depend on how well they capture the
corpus of mistakes made by students.




* In general, there could be several alternate strategies
to solve a problem. A particular tutor might choose to
allow only one strategy, or support multiple strategies.
In the latter case, the tutor must have expert rules and
buggy rules for each strategy, and the model-tracing
process should be able to map the student's input to a
particular strategy.




CBMT

* Application example:

e SQL database commands (Mitrovic & Ohlsson 1999;
Mitrovic, 2003).

e Punctuation (Mayo, Mitrovic & McKenzie, 2000).
e Database modelling (Suraweera & Mitrovic, 2002).




* The basic assumption, in stark contrast to
philosophy of the model-tracing paradigm, is that
diagnostic information is not hidden in the
sequence of student's actions, but in the problem
state the student arrived at.




* The central construct in CBM is that of a
constraint.

* A constraint specifies certain conditions that
must be satisfied by all correct solutions. When a
student's work violates a constraint, we gain
specific information about the student's mental
model. The paradigm does not consider it
important to know how the student arrived at a
specific problem state; what is important is simply
the set of violated constraints.




* For each constraint <Cr, Cs>, relevance condition Cr
specifies when the constraint is relevant,satisfaction
condition Cs specifies a condition that should hold for
any correct solution satisfying the relevance condition.

o Example:
e Cr: (x+ y)d is given as the answer to x/d1 + y/d2

eCs: d=d1=d2




\_

Comparison of MT and CBM

e The CBM is feasible only for domains in which the
solution itself is rich in information. There is no such
restriction for MT.

e MT demonstrates superiority with respect to the ability
to provide targeted, high-quality remediation; this
superiority increases with the complexity of the
solution process goal structure.

* The development effort required to build a MTT is
greater than that for building a CBMT. This increased
effort IS a functlon of addltlonal deS|gn requwements

t We find that an MTT can be built for every
domain in which a CBMT can be built, but the
reverse doesn't hold.




MTT MTT/CBMT

Complexity
of goal structure

No need CBMT/MTT
forITS

Infermation richness of solution

Fig. 10. Feasibility/Preference space for each tutor paradigm.




» “A Comparison of Model-Tracing and Constraint-
Based Intelligent Tutoring Paradigms”, Viswanathan
Kodaganallur, Rob R. Weitz, David Rosenthal

» “A Critique of Kodaganallur, Weitz and Rosenthal, “A
Comparison of Model-Tracing and Constraint-Based
Intelligent Tutoring Paradigms”, Antonija Mitrovic,
Department of Computer Science and Software
Engineering, University of Canterbury, New Zealand.

» “An Assessment of Constraint-Based Tutors: A
Response to Mitrovic and Ohlisson's Critique of "A
Comparison of Model-Tracing and Constraint-Based
Intelligent Tutoring Paradigms”, Viswanathan
Kodaganallur, Rob R. Weitz, David Rosenthal.
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